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ABSTRACT
Online participant recruitment platforms such as Prolific have been
gaining popularity in research, as they enable researchers to easily
access large pools of participants. However, participant quality can
be an issue; participants may give incorrect information to gain
access to more studies, adding unwanted noise to results. This paper
details our experience recruiting participants from Prolific for a
user study requiring programming skills in Node.js, with the aim
of helping other researchers conduct similar studies. We explore a
method of recruiting programmer participants using prescreening
validation, attention checks and a series of programming knowledge
questions. We received 680 responses, and determined that 55 met
the criteria to be invited to our user study. We ultimately conducted
user study sessions via video calls with 10 participants. We conclude
this paper with a series of recommendations for researchers.

1 INTRODUCTION
Prolific is an online recruitment platform with over 150,000 active
participants as of December 2021 [2]. Members are encouraged
to answer demographic questions, which can then be used by re-
searchers to narrow the pool of eligible participants for their studies.
However, the existing prescreening features are insufficient; ques-
tions are limited and rely on self-reporting. This self-reporting can
be an issue, as Software Engineering user studies need to recruit
programmers, but non-programmer participants often identify as
programmers to be admitted into more studies.

We recruited 10 participants for a user study involving the com-
pletion of simple programming tasks in Node.js using a code search
tool (NCQ) [4]. While existing work has evaluated the accuracy of
self-reported programming skill, establishing its lack of reliability
[5] [3], this study documents our experiences recruiting partici-
pants for user studies on Prolific. As these types of studies often
require researchers to supervise sessions, non-programmer partic-
ipants can have a significant negative effect, taking up valuable
research time.

While a generic prescreening option for programming skills
exists, to recruit programmers of a specific language, Prolific rec-
ommends [1] first running a custom screening survey to identify
the desired demographic, then inviting them to a second study. To
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recruit Node.js programmers we surveyed 680 participants, using a
set of programming knowledge questions derived from Danilova
et al. [3]. We also used attention checks and validated the answers
to prescreening questions and found that 33% of participants who
completed our survey answered inconsistently, providing different
answers in our survey than in their prescreening questions.

We identified 55 Node.js programmers from a pool of 206 self-
reported Node.js programmers, for a total cost of £193. Our findings
suggest that researchers should not solely rely on self-reported
programming skill and instead take measures to verify this infor-
mation.

2 METHOD

Figure 1: Diagram of participant recruitment process.

We designed a two-part study consisting of a screening survey
and video call study. All participants who complete Part 1 were
paid £0.35, and £7.50 for Part 2. We ran Part 1 in multiple waves
with different study sizes, first to pilot the study and then until we
reached 10 successful user study sessions. Figure 1 illustrates the
different steps of our participant recruitment process.

All studies on Prolific require a description and link to a survey.
Researchers cannot collect any personal details, instead they must
collect participant’s Prolific IDs. A completion code must be given
at the end. We used Google Forms to host our surveys; the full
surveys are available on GitHub.1

2.1 Screening Survey (Part 1 of 2)
Part 1 was restricted to participants with an approval rating above
95 and who answered yes to the “programming skills”, “video call”
and “English fluency” prescreeners. In our description, we included
1https://github.com/Brittany-Reid/SE-Prolific-User-Study-Recruitment
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the fact this was a two-part study, the pay rate, and a list of require-
ments including programming skill and ability to execute Node.js
code, as participants are not shown what prescreeners are enabled
on a study.

The survey had four sections: prescreening validation (P), demo-
graphics (D), programming knowledge (K) and the attention check
(A). Participants who provided inconsistent prescreening answers
were ineligible for our study, and taken to a page of the Google
Form asking them to return their place in the study (freeing it for
another participant). Prolific requires that all eligible participants
in a custom screening survey be paid even if they are not part of
the desired demographic, so participants who answered “Never”
to programming in Node.js (D3) were filtered early, immediately
asked to submit and given the completion code.

Table 1: Example of programming knowledge questions (K)

K5 Look at the above code, what is the parameter of the function?
K6 What is the output of the above code snippet?
K7 Execute the above code in Node.js, what is the result?

Table 1 shows an example of our programming knowledge ques-
tions, adapted from Danilova et al. [3]. We selected the six most ef-
fective questions (K1-K6). As participants would need to use Node.js
in our user study, we also added an additional question (K7), asking
participants to demonstrate their ability to execute and provide the
output of some Node.js code. We devised a code snippet that could
not easily be guessed, but was also easy to read and clearly not
malicious (no external libraries or file system access).

To ensure that participants read instructions carefully, an at-
tention check (A1) was also included. Attention check questions
ask participants to answer based on some proceeding instructions;
in our case, we first told participants to answer the next question
with ‘Java’, then asked them ‘Based on the above text, what is your
favourite programming language?’. Attention check failures were
rejected.

2.2 Video Call Booking (Part 2 of 2)
Participants who answered all programming questions correctly
were invited to Part 2 on Prolific. The survey link was used to ask
for consent to being recorded, and provide a link to book sessions
through YouCanBook.me. Details about the required programming
skills and an example programming task were also provided. On
booking a session, participants were provided a completion code.
We contacted participants who booked a session with our Skype
details via Prolific, also reminding them of Prolific’s policies on col-
lecting personal information and that they should use their Prolific
ID as their username.

3 RESULTS

Figure 2: Percentage of correct answers (non-programmers)

We received 680 responses to our screening survey, however,
there were an additional 664 participants who attempted our study

and did not submit before returning their spot or timing out. Par-
ticipants who returned their spot or timed out did not receive any
payment. Figure 1 shows the breakdown of participants at each
stage of our recruitment process. We found that 33% of participants
gave inconsistent responses to prescreening validation (P1 and P2),
justifying the importance of these questions. Another 24 failed
attention checks and 5 were filtered for insufficient effort (nonsensi-
cal or random responses), leaving us with 428 eligible participants.
206 participants self-reported as Node.js programmers, and only 55
passed all questions. While only 24 of these participants responded
to the invitation to Part 2, this may not reflect total interest; once
all places filled, no more participants could respond. 10 participants
returned their place without booking, while 14 booked a session. Of
these 14, 10 video calls were successful, while 4 withdrew during
the session. Reasons for withdrawal included lack of confidence in
programming ability and anxiety programming under observation.

Of the programmer subset, 47% reported working in a software
related industry, compared to just 18% in the eligible set, indicating
that the programming knowledge questions did indeed identify
programmers. 85% of programmers were male, in line with other
studies of software engineers [5]. Figure 2 shows the percentage of
non-programmers who got each question correct; the most effective
questions were K6, K7 and K5.

4 RECOMMENDATIONS
The results of our screening survey and user study leave us with a
set of recommendations for other researchers:
• Researchers should not rely on self-reported programming skill
when conducting studies. We identified that only 12% of eligible
participants, who self-reported having programming skills using
Prolific’s prescreening questions, and only 27% of participants
who self-reported as programming in Node.js, met our criteria.
We recommend that researchers use other measures such as the
programming questions described in our paper.

• Prescreener validation is important; 33% of participants gave
inconsistent responses.

• Pilot studies are always important; in this case it is especially
useful to gather data on the number of non-programmers to
account for.

• Be clear about the requirements of each study, such as the re-
quired programming skill. Participants on Prolific cannot see
enabled prescreeners, so we included the need for programming
skills in the description for Part 1. In an effort to reduce with-
drawal rate, we also included an example task when booking
Part 2, so that participants would be confident in meeting our
requirements.
In summary, finding programmers on Prolific is possible with the

right methods, however, the built-in mechanisms are not enough.
The method presented in this paper requires a large amount of
effort from both researchers and participants, and thus there is
still room to improve accurate measures of programming skills on
recruitment platforms.
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